Soviet Hydrology: Selected Papers

Use of Radar Precipitation Measurements for | ’
Flash Flood Forecasting*

V.1. KOREN!'

Further development of mathematical models de-
scribing flash flood formation imposes higher re-
quirements on the initial information needed for these
models. For example, to use two-dimensional flagh-
flood formation models in practice one must know how
to assign the fields of various hydrometeorological
elements, and, primarily, how to construct detailed
maps of spatial precipitation distribution over short
time intervals, Asa rule, the existing precipitation
(pluviographic) network does not permit one to con-
struct such maps with sufficient resolution in space
and time. This possibility is potentially available in
radar precipitation observations, which vield simul-
taneous data for a large area (20, 000-30, 000 km?2 for
precipitation). The main difficulty is in interpreting
the radar data on a 'real time scale”, i.e, » directly
at the instant of precipitation observation,

Many studies are devoted to the interpretation of
radar information and there are fairly reliable meth-
ds for determining the amount of precipitation,
based on various modifications of the radar storm-
letection equation [6]. However, there are only a
ew foreign papers [9] on the problem involved in the
1se of this information in flash-flood computations
forecasts).

Therefore we will investigate only those problems
hat are associated with the use of already analyzed
recipitation information in runoff computations
"om models allowing for the uneven Spatial distribu-
on of precipitation. These include the problem of
omputing precipitation in a given regular system of
oints, analysis of the effect of averaging the radar-
leasured amount of precipitation over space and
me, and comparison of computations from radar and
uviograph data,

Another feature of radar measurements of the
nount of precipitation must also be taken into ac~
unt. Determination of radar reflectivity [6] and
S conversion to precipitation for a large number
‘points simultaneously over short time intervals are
1y laborious, Therefore, the network of MRIL-1
d MRL-2 radar sets yields qualitative information
the operating mode only on Precipitation averaged -,
l';Onglyﬁ'QVerftIi‘e area,”which.is unsuitable for. quan~

aﬁiTé"fﬂas'h-ﬂobdforecalsting’: ST L e
“Attempts have béen: made in Tecent. years to auto-.-
e-radir precipitation measurement and quan—: -
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titative computation, For example, an automated
system [2, 3] for obtaining the amount of precipitation
over short time intervals (about 15 min) for 10-km?2
in a radius of 100 km has heen developed at the Central
Forecasting Institute on the basis of a MRI.-2 radar set,
A shortcoming of this System as regards operational
flash-flood forecasting is that the processes of obtain-
ing the information and its subsequent analysis are
Separated. The initial information on radar reflectivity
is recorded on magnetic tape for a sufficiently long time
interval (virtually over the entire rainfall), after which
the tape is removed and inserted into a computer, where
it is processed further and where precipitation at the
nodes of the squares is computed, Consequently, to de-
velop an operational radar System one must exclude the
intermediate information carrier (magnetic tape) and
apply the radar signals directly to the computer,
Such a modification should not lead to an essential
change in the system for obtaining data on the amount
of precipitation and in their accuracy. Therefore all
our computations were performed from precipitation
data obtained with the unmodified measuring System
and made available to us by the staff of the Radar
Laboratory of the Central Forecasting Institute. TFor
comparative computations we also used hydrometeo-
rological observations in the experimental drainage
basin of the Medvenka River (the basin area upstream
of the confluence of the Zakza River is 21. 5 km?2y,
We used radar measurements of five rainfalls in
the summer of 1974. Data from 15 radar stations
(3.33 km apart) in the Medvenka basin area were used
in the computations. Radar-measured precipitation
was compared with pluviograph measurements at the
Podmoskovnaya meteorological station, located near
the outlet gaging station of the Medvenka basin (Fig. 1).
Radar station 10 in Fig. 1is closest to thig meteo~
rological station. However, considering the relatively
low accuracy of coordinate control of the radar set and
meteorological station, we compared the data also
with precipitation averaged over four meteorological
stations closest to the radar stations (in this case points
10, 11, 13, 14). Table 1 gives data on precipitation oh-
tained by radar. (in two variants) and plvi graph
(Podmoskovnaya metecrological Station), - -
These data show. v ‘gcibq’agréép%énf twee
and' pluviograph meas fenﬁ{énts,iﬂ:gaxéept’xat;_g;sh_ n July
27, when total precipitation medsured by radar over
one hour.exceeds the_corresponding pluviograph value
by a factor of 10.. The relative errors of total pre~ -’
cipitation during this rainfall are slightly smaller than
the errors in the hourly values and do not exceed 15-
20% in this case, The difference in the amount of pre~
cipitation averaged over four radar stations and +he




Table 1

Comparison of Precipitation Measured by Radar and Pluviograph
in the Area of the Podmoskovnaya Meteorological Station in 1974,

mm
Precipitation according to
. radar Precipitation
Date Time f ots according to
or poin N i
(1o, if, 13, 14 for point 10 pluv}lograph
24V 15—16h 2,72 2,77 2,3
16—17h 2,36 2,40 2,4
17—18h 2,33 2,47 21
18—18h 40m %,-’30 é,‘?_g 1,6
15—18h 40m 3,76 9 8,4
- 27/VIL 8—5h 2,56 2,76 0,3
9-.10h 1,39 1,42 0,8
10—11h 8,05 8,71 8,5
11—11h 35m 2,49 2,24 2,5
8~11h 35m 14,49 15,13 12,1
13h 20m—14h 1,59 1,83 2,3
14—15h 1,00 0,97, 09
15—15h 45m 0,138 0,44 0
13h 20m — 15h 45m 3,37 3,24 32
28/Vil 18h 20m —20h 30m 0,39 0,30 0,2
Y km
TJ
D" -
4 -
B
2 -
L1 ,
g 2

Tig. 1. Drainage basin of the Medvenka River upstream of
the mouth of the Z akza River with difference grid and near-
est radar stations (1). :

2) Podmoskovnaya station; 3) boundary of basin; 4) straighten-
ed channel line; 5) boundary of particular areas.

Computation of the Amount of Precipitation at the
‘ Nodes of the Difference Grid

 When runoff is computed from two-dimensional
models, the drainage basin is divided into many

“ rectangles by a system of lines parallel to the axes
of the coordinates,” At the points of intersection of **
these, lines. (nodes of the;difference grid) one must
agsign the inftial informat ion,” particularly on pre~ "~
cipitation intensity. The distance between nodes '
depends on the topographic characteristics of the
drainage basin and runoff formation conditions, but
in most cases it does not exceed a few kilométers.

In the general case, the radar stations af which pre-
cipitation data are assigned may not coincide with

the nodes of the difference grid.

We will direct the axis of the Cartesian coordinates
parallel to the corresponding axes used in the pro-
cessing of radar data, We will plot the boundary of the
Medvenka River basin on the radar map. We will con-
struct a difference grid by dividing the basin by a sys-
tem of orthogonal straight lines (one of the system. of-
lines is parallel to the straightened channel line).i
rectangles with sides 500 x 250 m (Fig. 1).:-The
to obtain from the radar points in the basin and itSig
vicinity the amount of precipitation at the nodes of th
grid, i.e., interpolate precipitation from one gyste
of regular points to another.

Methods of interpolation allowing for the spatial:
structure of given fields are physically most. justifi
In our case we will investigate precipitation fields
over very short time intervals (about 5-10 min). The
spatial structure of such fields has hardly been studied



and it can be assumed that because of the great vari-
ability of the characteristics of these fields in time
and space, it will be impossible to obtain stable pre-
cipitation distributions over short time intervals.
Therefore we will investigate two methods of inter-
polation that do not allow for the spatial structure of
the precipitation field,

The first method is based on the characteristics
of averaging over the area for radar data processing.
Since the radar signals are averaged within a 3.3
% 3.3 km square upon transition from polar to
Cartesian coordinates, we will assume that the amount
of precipitation is constant for all points of the differ-
ence grid lying in this square and equal to the amount
of precipitation measured by radar and referred to
the center of the square. Consequently, in this case
the precipitation data for the basin will be mosaical,

In the second approach we used linear interpola-
tion. The amount of precipitation at the nodes of the
difference grid was determined from four radar sta-
tions located at the angles of the square in which the
given node was located. Using Fig. 1, we can write
the following working relation for determining the
amount of precipitation at a nodal point with the co-
ordinates (x, y):

Pl y)=P,(1=a)(1=B)4-P, 1 (1 —a)p
TP 2B APy g2 (1-8),
a==x{DR —ent (x/DR},
=y/DR —cnt {y/DR},
- v=ent {x[DR| [-l-ent y/DR} 41, 1)

where [ is the number of lines parallel to the X-axis
on which the radar measurements are assigned (in
our case, ! = 3); DR is the length of the side of a
square, equal to 3.33 km; and P,, Pegr, Pugty Pojpga is
the amount of precipitation measured by radar and
referred to the points v, v4- I, v+l and v414-1, re-
Spectively.

Comparison of the two interpolation methods show-
ed that the amounts of precipitation, averaged for
the entire basin, are very similar in the two cases.
The average deviation does not exceed 1-2%, The
point values of precipitation differ much more. For
example, their standard deviation from long-period
values at the nodes of the difference grid, computed
by the two methods, amounts to 0, 2 mm/hr (10-~15%).
The second interpolation method is preferable,
Furthermore, numerical experiments with introduc-
tion of random errors (the method for assigning the
errors will be described below) showed that the se-
cond method is less sensitive to the errors of mea-
Surement of the amount of precipitation. This is
Probably associated with some smoothing of errors
when four points are used simultaneously.

Computation of Infiltration and of the Runoff
Hydrograph

-At each point of the difference grid we computed
rate of infiltration and of the water yield, as well
80il moisture distribution with depth from the -
owing equations: - - S B ST

(®)

g==P—J, ()

where ® is soil moisture by volume; D is the diffusion
coefficient; X is hydraulic conductivity; J, q, and P
are, respectively, the rates of infiltration and water
yield and precipitation intensity; t is time; and z is
depth. ‘

The diffusion coefficient is associated with hydraulic
conductivity by the relation

o
D=K5 (5)

where P is hydrostatic pressure, expressed in cm of
water column.

In the general case, the hydrophysical soil charac—
teristics (K, 1, D) are functions of the coordinates and
soil moisture. Considering the relative homogeneity
of the soils of the Medvenka basin, we will assume that
the hydrophysical characteristics depend only on soil
moisture and will approximate these relations by the
exponents:

K=ng“ (U"Hm), (6)
' b= e, (7)
D=D, "= ("= Hm) (8)

where 6., is saturation moisture; K is maximum hy-

draulic conductivity for ® == Om; 10 18 maximum hy-
drostatic pressure for g —- 0; Dm= Knfuae is the maxi-
mum diffusion coefficient for @ — ®wm; and n and a are
parameters,

We determined the initial values of the parameters
Kp» %o n, and a from the results of Sudnitsyn's ex-
periments [7] for the Sod-Podzolic soils of the Rybinsk
forestry. Their values proved to be: Ky =0.000, 01
cm/sec, = 9,8:10° cm of water column; a = 28, and
n =55, Computations with these parameters showed
that the computed runoff volumes exceed the actual
volumes considerably, Therefore we refined the pa-
rameters and o and subsequently set Ky =0.000, 05
cm/sec and = 9,8-10° cm of water column.

We computed the runoff hydrograph at the outlet
gaging station from a simplified scheme, based on
particular travel-time curves. The drainage basin
was divided into nine particular areas by lines per-
pendicular to the river channel and spaced 1 km apart,
For each area we determined the average depth of the
water yield :

Ny

L T @

where Ni is the number of grid notes in the i~th area

and Af i3 the step of integration with respect to time .
Then to compute the runoff hydrograph with allow-

-ance for (9) one can write the following relation:

Q=+ T Afa@at-9a, (0

1=




2 3 4 5 6 7 8 9
No. of particular area

9. Variations in water yield for particular areas

Fig.
averaged over 10-min intervals:

with precipitation

1) according to radar data (second interpolation meth-

od); 2) according to pluviograph data; 3) according to

radar data (first interpolation method) Medvenka

River, May 2, 1974; 3) t = 18 hr; b) t = 17 hr; ¢) t
=16 hr.

where F is the basin area; T is the area of the i-th

and P;(t) is the travel-time curve
for the i-th area. The travel-time curves were ap-
proximated by a gamma distribution, in which case
the dimensional parameter was taken to be constant
for all curves and the other parameter was increased
by unity for each successive curve, starting from the
mouth.

This way of allowing for jrregularity in the com-
putation of the runoff hydrograph is somewhat
schematic, but when there is a large number of
particular areas it makes it possible to estimate the
effect of the irregularity of the water yield over the
basin in the first approximation. It is difficult to
compute the hydrograph from two-dimensional hy-
drodynamic models in greater detail because of the
large volume of computations in numerical experi-
ments.

Equations (2)-(4) were solved numerically using
the explicit difference scheme, which is central in
depth and directed forward in time. For any r-th
point (r =1, 2, ..., 210) one can write the following
difference equations: . .. - B :

particular basin;

L+t it e{'H"Of)»I'I el
ST =— D —————E—“‘—‘{—/(l,'o,

(12)

gt =Pt — I (13)
where Az is the step of integration with respect to depth;
i and j are the indexes of the points of the grid along

the t and z axes, respectively; and Di; . and Kiu

the values of the diffusion coefficient and of hydraulic
conductivity, averaged for the points j, j+1 at the in~-
stant of time i.

For the difference equations (11) and (12) we assigned
the following initial and boundary conditions:

are

for 1==0 8%==8o(/, 1),
Roy— i
i

0,1

for je=0 Of=8— Az

@{):8,",
for j=L 0L=00(L, 1),

where lii is the layer of water at the soil surface; L is
the lower boundary of the soil volume singled out; and
@a(j, r) is the ipitial soil moisture distribution with
depth at the point .

Most difficult in the solution of system (11)-(23) is
the assignment of the initial soil moisture distribution
with depth and over the area. In two areas in the
‘Medvenka River basin, soil moisture observations
were made every 10days. This number of observations
is obviously insufficient for reliable assignment of
moisture distribution over the area. For this reason
we uged data on depths to the water table. At points
where the ground water was deep (deeper than 100 cm
from the soil surface) we assigned the average moisture
distribution with depth of measurements in two areas.
Otherwise the soil moisture content was assigned in ac-
cordance with the distribution typical of the "eapillary
fringe', which was computed beforehand from (11) for
a2 maximum Soil moisture content at the lower boundary
(100 cm).

Computations for several heavy rainfalls showed
that all the average characteristics for the basin (run-
off and precipitation depths), computed from radar
and pluviograph data, differ very insignificantly from
each other over individual time intervals and for the
entire reference period. These differences remain
virtually the same for verious intervals of averaging

of the amount of precipitation (10, 30, and 60 min).

The infiltration and yield values at individual in-
stants of time depend significantly on the method by
which precipitation data are obtained. Figure 2 shows
the pattern of water yield for several instants of time
for particular areas. We can see that the effect of the
two methods of assigning the initial moisture content
on runoff is very wealk (runoff from all the particular .
areas is virtually constant for uniform precipitation
over the basin, which corresponds to pluviograph date
1n that case, ‘the irregularity of runoff formationd
produced by the jrregularity of precipitation‘diétrr
Bomr Iasactt vl Suhin o .

"2, 'The effect of irregular-precipitation distri
the runoff hydrograph at the outlet gaging statio
smaller the greater the transforming propertie:

ot




Table 2

Maximum Discharges (liter/sec) Corresponding to Different
Variants of Assigning Precipitation and Different Averaging

Intervals
. . Discharges computed from radar
Dimensional data with interpolation Discharges com-~
parameter of | Averaging in- - puted from plu-
travel-time | terval, min by second by first viograph data
curve, hr ethod method
1,67 10 18C0 1§70 2010
30 1860 1850 2000
60 1500 1800 - 1940
3,33 10 932 93l 1030
30 926 919 1010
60 200 896 1010

basin (the greater the dimensional parameter of the
travel-time curve ). A comparison of the hydro-

averaged over 10-,

30~, and 60-min intervals, we in-

troduced random errors with a normal distribution.

graphs computed from pluviograph and radar data
showed that even with similar average amounts of
precipitation over the basin, maximum discharges
differ considerably, Maximum discharges decrease
as the interval of averaging over time increases
(Table 2).

For this reason one frequently has to use small
reference time intervals for more accurate computa-
tion of maximum discharges in small rivers. How-
ever, investigations by several researchers {5, 9]
showed that the errors in the measurement of the
amount of precipitation by radar increase with de-
creasing averaging time. Grauman and Eagleson [9]
represent this relation in the form

s()=F(S, R)t™=, (14)
where ¢ is the relative standard error; Sis the aver-
aging area; R is the distance to the radar set; t is
time in hours; and « is a parameter, which equals
0.24, according to the data of Muchnik, and 0. 38,
according to the data of Wilson [9]. Taking as the
average o = 0.3 and using relation (14) one can ob-
tain a correction factor for converting the standard
errors determined for some values of 5, R, and T to
errors corresponding to any other value of Af and
the same S and R

K (84)

Errors in radar measurement of the amount of
brecipitation during a rainfall have been investigated
most ¢ompletely [4, 5]. The duration of the rain-
falls investigated in [4] was about 4 hours. Then,
Betting o(T) = 0,24, in accordance with [6] for S = 25

2, and substituting T = 4 hours into (15), we ob-
ain a relation for determining the standard errors
°1‘I‘GSpond1ng to any other averagng 1nterval ;

(15)

. c(At)_ ,.3() Ar“

Uracy of computation of runoff at the outlet gagmg
O_D, we performed several numerical experi~
Irrto the precipitation measured by radar and
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We found that the errors are not correlated in time
and that there are no systematic errors, i.e., the
mathematical expectations of errors were taken to
equal zero for all the averaging intervals. Then the
amount of precipitation with an error at each radar
station can be determined at any instant of time from
the relation

9

PP tsP (i=1, 2, ..., 15m), 7
where & is 2 random number, simulated on a computer,
with a zero norm and dispersion, equal to unity; v is

the assigned standard error, determined from (16) for
each averaging interval; P is the average amount of
precipitation measured by radar; and m is the number

of instants of time for which measurements are

available.

Since precipitation data samples are limited, the
mathematical expectation and the dispersion of the
simulated random errors can differ significantly from
the assigned values. With this in mind, we first
normalized the simulated errors to the obtain the assigned
dispersion and mathematical expectation.  In that case,
to compute the amount of precipitation with errors,

instead of (17) we used the following relation:

tGm

N oz

Ea
i=1 G
1am

)

Pi=Pi| u—

R

&

(18)

__Jlul
=1

where ¢’ is the standard deviation of the simulated er~
rors for a limited series. Computations showed that
when random errors are introduced in accordance
with (18), the accuracy of determination of total runoff
and precipitation depths, averaged over the basin, de-
creases insignificantly (Table 3). - The errors. of .
ma:dmumidischarges are:somewhat larger. s How—: ..
ever, in this case algo they are:much smaller;than the
simulated errors. The standard errors-of precipita~-
tion; ~runoff, ‘and maximum- chscharges characterlstl—
cally increase somewhat:with the averaging interval.
This is apparently associated with the fact that w1th"
limited rainfall duration the probability of compensa-—
tion of precipitation errors of different signs is greater




Table 3

Standard errors of the relat
runoff (7,), and maximum

o ———

Averaging
interval, 9 (3) °p
mm
10 0,53 0,047
30 0,15 0069
60 0,36 0,077

for smaller than larger intervals. The longer the
rainfall duration, the more similar the standard er-
rors in the total amounts of precipitation for various
averaging intervals become.

Table 3 shows that the increase in the standard
errors of runoff depths and maximum discharges (as
compared to the corresponding values for precipita-
tion) is virtually constant for all the averaging inter-

noted that these results were obtained
for some fixed relation between the dispersions of .
the errors, in accordance with (16), for various
averaging intervals of the amount of precipitation.
When more extensive radar precipitation data are ac-
cumulated and processed, this relation may prove to
be different, which will change the results presented
here somewhat. However, it can be assumed that
automation of measurements and of data processing
will most likely lead to an increase in the relation
adopted by us between the dispersions of errors for
various averaging intervals.

The fact that we disregarded the correlation of the
errors in time may prove to be more significant.
This may lead to an accumulation of errors in pre-
cipitation measurements over small time intervals
and to a reduction in the accuracy of runoff computa-
tions. His impossible to estimate the error quan-—
titatively with allowance for the correlation of errors
in time, since no mass radar measurements of the
amount of precipitation are made at the present time
over small time intervals (of about 10 min), which
would make it possible to determine the degree of
correlation of errors in time.

vals.
1t should be

Use of Radar Measurements of the Amount of Pre-
cipitation in Runoff Models with Concentrated
. Parameters

One of the output values in runoff computations
from models with concentrated parameters is the
temporal.pattern of precipitation values averaged
over-a basin:~ At first glance it:seems that: radar:pre-
cipitation data are excessive in this case and have nos
advantage over pluviograph datads Lmwowsr T

- ‘However,:we:can cite geveral-factors that:increase:
the accuracy of computation of the Tunoff hydrograph
when detailed maps: of precipitation, obtained by
radar; are used. :They includes ixou 7

1) an increase in the accuracy of determination
of the average precipitation depth over a basin;

Wi

a

0,096
0,14
0,164
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¥y

ive average precipitation (u),
discharges (ve) OVeT a ba-
in for various averaging intervals

0,100 | 2,0t 2,15
0,167 2,05 2,42
. 0,180 2,13 2,3t

2) reduction of the reference time interval because
of the greater time re solution of radar data;

3) use of actual precipitation distribution functions
over the area at each instant of time.

Comparative investigations of the accuracy of pre-
cipitation measurements by radar and rain gages
showed [4, 6] that the accuracy of determination of
average precipitation over a basin by radar for rivers
with basin areas less than 5000 km?2 in 35-45% more
accurate than by rain gages with the existing density
of the precipitation network (one instrument per 1000~
2000 km?2), The measurement system at the Central
Torecasting Institute makes it possible to increase
this difference to 50-60%, according to preliminary
data.

If we express the relation between precipitation and
runoff in terms of the runoff coefficient, the increase
in the accuracy of runoff computation will be the same
as for precipitation. 1f, however, we consider that the
runoff coefficient depends on total precipitation in the
following manner, for example,

K=cP",

the increase in the accuracy of runoff computation will
be even somewhat greater than for precipitation

Yrad . AP\ . AP
—),Pl—(tf—,;,—) e L) s

(19)

where Yypag and Yy are the precipitation depths com-

puted from radar and pluviograph data; Py is precipita-

tion according to a rain gage; AP is the difference be-
tween the radar and rain-gage data; and ¢ and n are
parameters. From (19) it follows that in this case the
jmprovement in accuracy is the greater, the larger
the parameter 1.

The averaging interval of precipitation intensity has
a strong effect on the magnitude and dynamics of losses. .
nfiltration is known to decrease with increasing pre-
cipitation intensity under otherwise equal conditions..:
With a large precipitation averaging interval this fac-
tor remains virtually: unaccounted for and rainfall in-
tensity is greatly underestimated. As.2 result,. the
parameters of models determining infiltration cannot "
be compared properly with experimental data, For ex-
ample; the parameter of the model of the hydrometeo-
rological Center of the USSR (physically corresponding
to the rate of infiltration into saturated soil) can take a
‘yalue of 0.0002 mm/min [1], whereas the infiltration
coefficient even for clayey soils is no lower than 0.001




mm/min, as a rule. Furthermore, to describe the
hydrograph (especially maximum discharges) for

small rivers (F < 5000 km2) reliably, one has often to

select a reference time interval of several hours.
This information can be obtained operationally by
means of radar and the accuracy of radar precipita~
tion measurement decreases with the time interval,
However, from (16) it follows that the loss in ac-
curacy is not very significant with averaging over
one~ and two-hour intervals. Experience shows that
such an interval is sufficient in runoff computations

for rivers with basin areas greater than 200-500 km?2,
The third factor can play an important role for run-

off models with concentrated parameters, in whichthe-

oretical-probabilistic averaging of input values is
used. This includes, for example, the model of the
Hydrometeorological Center of the USSR [1}, in which
the following expression was obtained for computing
the average infiltration rate over a basin (disregard-
ing evaporation during precipitation):

(=] [Il
I=1, | fPyuP+{ Pr(pyap,
In 0

Ay
Ra iy,

]/x=

where £(P) is the distribution density of precipitation
probabilities; M[d] is the mathematical expectation of
the soil moisture deficit; and Ksg and io are the pa-

rameters of the model. When using the data of a thin
precipitation network, it is usually assumed that
precipitation is evenly distributed over a basin, and
instead of (20) one uses the simplified relation

I, for P>/,

[1= — —
P tor B,

(21)

where P is average precipitation over the basin,

Radar data make it possible to construct an empi-
rical distribution density function of precipitation
probabilities £(P, t) at each instant of time. Thus, in
that case one can use expression (20) to compute the
infiltration rate. .

The errors in the computation of infiliration from
(21) by comparison with (20) will increase with in-
creasing irregularity of precipitation. For example,
for an exponential precipitation distribution

L)
__I e P (1)
P (i)

F(P, =
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one can obtain an analytic expression for the relative
errors of infiltration computation from relation (21)

~ _
- S —
l—\l—e "] s P>,
n
f n (22)
e T for Pg/,,.

We can see from (22) that with an exponential dis-

tribution the errors will be determined by the relation
between the average precipitation depth and the poten-
tial infiltration rate (In)+ The maximum relative error

is 0.37 for I, = P,

1.
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